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Lecture 25: Review Session for Exam 2

Agenda:
1. Overiew of the Topics to be Covered on the Exam

2. Practice Exam



|. Subspaces, Bases, and Linear Independence

A. Def. A subspace is a set of vectors W that is closed under
both scalar multiplication and vector addition:
MHAxeR,weW = (Aw)eW
(i) wi,wo e W = (wi+wy)eW
B. Def. A basis for a subspace W is a set of vectors
{v1,...,vk} such that
(i) every vector w € W can be expressed as

W = V1 + -+ CVi *)
(i) The coefficients ¢y, ..., ¢k in (*) are unique.
C. Def. A set of vectors {vi,..., v, }are linearly independent if

the only solution of
XiV1 4+ xeve =0

iSX1:O,...,Xk:0.



Subspaces, Bases, and Linear Independence, Cont'd

D. Theorem: A set of vectors {wy,...,w} is a basis for a
subspace W if and only if

(i) W = span(wi,...,wg)
(i) The vectors wy, ..., wy are linearly independent.
E. Theorem: Every subspace has a basis and every basis for a
subspace has the same number of vectors
F. Def. The dimension of a subspace W is the number of
vectors in any basis for W.



Subspaces attached to a matrix and their bases
Suppose A is an n X m matrix:

a1 - a1m — R1 — T T
A= : : = : : : =1 C - Cp
dnl " dnm A Rn - ‘L ‘L

A. The row space of an n x m matrix A is the subspace

RowSp (A) = {tiR1 + -+ t,R, | t1,...,t, € R} CR"

A basis for RowSp(A) is found by row reducing A to R.E.F.
and grabbing the non-zero rows of the R.E.F.
B. The column space of an n x m matrix A is the subspace

ColSp(A) == {t1C1 + -+ tmCp | t1,..., tm € R} CR"

A basis for ColSp(A) is found by row reducing A to a R.E.F.
A’ and then grabbing the columns of A that correspond to
columns of A’ that contain pivots.



Subspaces attached to a matrix and their bases, Cont's

C. Def. The null space of an n x m matrix A is the solution set
of the linear system Ax =0

NullSp (A) = {x € R™ | Ax = 0}

A basis for NullSp (A) is found by expanding the solution of
Ax = 0 in terms of its free parameters and grabbing the
constant vectors in that expansion.

D. Def. The rank of an n x m matrix A is the common
dimension of its row and column spaces.

Rank (A) = dim (RowSp (A)) = dim (ColSp (A))



[I. Linear Transformations

A. Def. A linear transformation is a function 7 : R™ — R”"
such that
(i) T(Ax)=AT (x) for all x € R™.
(i) T(x1+x2)=T(x1)+ T (x2) for all x;,x, € R™
B. Theorem: Suppose T : R™ — R" is a linear transformation
and At is the n x m matrix formed by using the vectors
T([1,0,...,0]),..., T([O,...,0,1]) € R" as columns. Then

T(x) = Arx Vx € R"



Linear Transformations, Cont’'d

C. Def. The range of a linear transformation 7 : R™ — R" is
the following subspace of the codomain R”

Range (T)={y e R" |y = T (x) for some x € R"}

One finds a basis for Range(T) by finding a basis for the
column space of Ar.

D. Def. The kernel of a linear transformation T : R™ — R" is
the following subspace of the domain R™

Ker (T) ={x€R™| T (x) =0gn}

One finds a basis for Ker(T) by finding a basis for the null
space of AT.



