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1. Orthogonal Decompositions (Summary)
2. Examples



1: Orthogonal Decompositions: Summary

1. The Orthogonal Decomposition of a Vector a with respect to a
Vector b

a—=apt+ays
where
a-b . L
a, = b b the component of a in the direction of b
a-b :
a;, = a———b , the component of a perpendicular to b



Orthogonal Decompositions: Summary Cont'd

2. The Orthogonal Decomposition of a Vector v with respect to a
subspace W C R”"

V=V +V|

To identify the components vy and v, we first decompose R”
into two perpendicular subspaces W and W, .



Determinining vy and v

» Find a basis By = {by,...,by} for W

» Define W, ={veR"|v-w=0forallwe W}
—~ by —

» Lemma: W, = NullSp
— b, —

» Find a basis By, = {bk11,...,bs} for W, by solving the
homogeneous linear system

<—b1—> X1 0
~— by — Xp 0

» B ={by,...,bx,bxi1,...,b,} is then a basis for R".



» Find the coordinate vector vg of v €R"” with respect to the
basis B

v=cbi+---4+cb, < vg=]la,...,c

by row reducing the corresponding augmented matrix

T T
b1 e bn v SN [l | VB]
3 L

» We then have
V=V +Vy

where

viw = cib1+ -+ ckbg
Vi = ckribkpr+ -+ caby



Example 1

Let W = span([1,0,1],[0,1,1]]) C R3. Decompose the vector
v = [1,4,—4] into its components viy € W and vy, € W/, .

The two vectors by = [1,0, 1] and by = [0, 1, 1] are obviously
linearly independent and so Byy = {bi,b>} is already a basis for
W. To get a basis for W, , we compute the null space of

A_<—b1—>_101
WB= | « b, | |0 11

This matrix is already in reduced row echelon form and its null
space will be the solution set of

-1

} — x=x3| —1
1

x1+x3=0
x2+x3=0

=  Bw, ={[-1,-1,1]} = {bs}



Example 1, Cont'd

We now compute the coordinate vector of v = [1, 4, —4] with

respect to the basis

B = By UBy, ={[1,0,1],[0,1,1],[-1,-1,1]}

of R3

T 10 —-1]1
by --- byjv|=]|01 -1|4 | —
Lo b 11 1 |-4

So vg =[—2,1,—3]. But now
vV = (—2) bi + (1) b, + (—3) bs
and so

Vy = (—2) b; + (].) b, = [—2, 1, —1]
vw, = (=3)bs=[3,3, 3]



Example 2

Find the projection of the vector v = [1,2, 1] on the solution set of
x1+x2+x3=0.

Let
W = {[X17X27X3] € R?’ ‘ X1+ Xo + X3 = 0}

Solving the linear equation, we find that

-1 -1
W = span 1 , 0
0 1

and {[-1,1,0],[-1,0,1]} is a basis for W. W, will then be

/vullsp([j é H) = Nu//Sp({é 2 j])

= span([1,1,1])



Example 2, Cont'd

So we have split R" into two subspaces
W = span([-1,1,0],[-1,0,1]) , W, =span([1,1,1])

and B ={[-1,1,0],[-1,0,1],[1,1,1]} is a basis for R".

To identify vy, the component of the vector v that lies in W, we
need the first two components of the coordinate vector of v with
respect to the basis B.

-1 -1 1|1 1 00|32
1 0 12| — 01 0|-3
0 1 1|1 00 1|3

So ) .
ww =3 [F11,00- 3[-1,0,1] = [—

W =
WIN

|
wl| L
—_



Review: Row Reduction Calculations

Row Echelon Form and Reduced Row Echelon Form

Xk ok ok ok %
0 0 x *x =x =
R.EF.~ 000 % % x , RREF.~
0 00 0 x =
Elementary Row Operations
Ri «— R;
R, — )\R,‘
R — R +AR,

o O Ol

O O O *

O Ol—= O

o= O O

—_ o o o

AL N N



Applications of Row Reduction

(1) Solving Linear Systems Ax = b : row reduce [A|b] to its
R.R.E.F.

Important Special Case:
NullSp (A) = solution set of Ax =0

(2) Finding basis for subspace W = span(vy,...,vk) : row reduce
— Vi —

_ to R.E.F. and grab non-zero rows
— Vg —



Applications of Row Reduction, Cont'd

(3) Finding bases for subspaces attached to matrices: If
A" = R.R.E.F.(A)

(i) basis for RowSp (A) <— nonzero rows of A"
(i) basis for ColSp (A) <— columns of A corresponding to
columns of A” that contain pivots
(iii) basis for NullSp (A) <— constant vectors that occur in
hyperplane expression for the solution set of Ax =0

(4) Finding A1 : R.R.E.F.([A]I]) = [I|AY] (if A1 exists)



Applications of Row Reduction, Cont'd

(5) If T:R™ — R"is a linear transformation

{ {
Range(T) = ColSp(AT)
Ker (T) = NullSp(AT)

T T
AT = |:T(e1) T(em)]



Applications of Row Reduction, Cont'd

alculating Determinants: Suppose A — A’ = R.E.F.
6) Calculating D i S A—-A=REF. (A

i 1
det (A) = (-1)’ malnalzz © g
where
i = # of row interchanges R; <— R; used
Aj = scalar factors used via R; — AR; type operations

a,, = diagonal entries of the R.E.F. A’ of A



Applications of Row Reduction, Cont'd

(7) Finding eigenvectors (i.e., basis vectors for eigenspaces)

E, = NullSp (A — rl)



