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Lecture 35

1. Orthogonal Decompositions (Summary)
2. Examples



Orthogonal Decompositions: Summary
1. The Orthogonal Decomposition of a Vector a with respect to a
Vector b

a = ab + a⊥

where

ab =
a · b
b · b

b , the component of a in the direction of b

a⊥ = a−a · b
b · b

b , the component of a perpendicular to b



2. The Orthogonal Decomposition of a Vector v with respect to a
subspace W ⊆ Rn

a = aW + a⊥

To identify the components aW and a⊥, we end up decomposing
Rn into two perpendicular subspaces W and W⊥.



Determinining aW and a⊥

▶ Find a basis BW = {b1, . . . ,bk} for W
▶ Define W⊥ = {v ∈ Rn | v ·w = 0 for all w ∈W }

▶ Lemma: W⊥ = NullSp


 ← b1 →

...
← bk →


.

▶ Find a basis BW⊥ = {bk+1, . . . ,bn} for W⊥ by solving the
homogeneous linear system ← b1 →

...
← bk →


 x1

...
xn

 =

 0
...
0


▶ B = {b1, . . . ,bk ,bk+1, . . . ,bn} is then a basis for Rn.



▶ Find the coordinate vector vB of v ∈Rn with respect to the
basis B

v = c1b1 + · · ·+ cnbn ⇐⇒ vB = [c1, . . . , cn]

by row reducing the corresponding augmented matrix ↑ ↑ ↑
b1 · · · bn v
↓ ↓ ↓


−−→ [I | vB ]

▶ We then have
v = vW + v⊥

where

vW = c1b1 + · · ·+ ckbk

v⊥ = ck+1bk+1 + · · ·+ cnbn



Example 2

Let W = span ([1, 0, 1] , [0, 1, 1]]) ⊂ R3. Decompose the vector
v = [1, 4,−4] into its components vW ∈W and vW⊥ ∈W⊥.

The two vectors b1 ≡ [1, 0, 1] and b2 ≡ [0, 1, 1] are obviously
linearly independent and so BW = {b1,b2} is already a basis for
W . To get a basis for W⊥, we compute the null space of

AW ,B =

[
1 0 1
0 1 1

]
This matrix is already in reduced row echelon form and its null
space will be the solution set of

x1 + x3 = 0
x2 + x3 = 0

}
=⇒ x = x3

 −1−1
1


=⇒ BW⊥ = {[−1,−1, 1]} ≡ {b3}



Example , Cont’d
We now compute the coordinate vector of v = [1, 2, 1] with respect
to the basis

B = BW ∪ BW⊥ = {[1, 0, 1] , [0, 1, 1] , [−1,−1, 1]}

of R3 ↑ · · · ↑ ↑
b1 · · · bn v
↓ · · · ↓ ↓

 =

 1 0 −1 1
0 1 −1 4
1 1 1 −4

 −→
 1 0 0 −2

0 1 0 1
0 0 1 −3


So vB = [−2, 1,−3]. But now

v = (−2)b1 + (1)b2 + (−3)b3

and so

vW = (−2)b1 + (1)b2 = [−2, 1,−1]
vW⊥ = (−3)b3 = [3, 3,−3]



Example 3

Find the projection of the vector v = [1, 2, 1] on the solution set of
x1 + x2 + x3 = 0.

Let
W =

{
[x1, x2, x3] ∈ R3 | x1 + x2 + x3 = 0

}
Solving the linear equation, we find that

W = span

 −11
0

 ,

 −10
1


and {[−1, 1, 0] , [−1, 0, 1]} is a basis for W . W⊥ will then be

NullSp

([
−1 1 0
−1 0 1

])
= NullSp

([
1 0 −1
0 1 −1

])
= span ([1, 1, 1])



Example 3, Cont’d

So we have split Rn into two subspaces

W = span ([−1, 1, 0] , [−1, 0, 1]) , W⊥ = span ([1, 1, 1])

and B = {[−1, 1, 0] , [−1, 0, 1] , [1, 1, 1]} is a basis for Rn.

To identify vW , the component of the vector v that lies in W , we
need the first two components of the coordinate vector of v with
respect to the basis B. −1 −1 1 1

1 0 1 2
0 1 1 1

 −→

 1 0 0 2
3

0 1 0 −1
3

0 0 1 4
3


So

vW =
2

3
[−1, 1, 0]− 1

3
[−1, 0, 1] =

[
−1

3
,
2

3
,
−1
3

]


