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Lecture 40 : Review for Final Exam

Final Exam :

» Section 62663 (MWF, 10:30pm): Friday, December 10,
10:00am - 11:50am

» Section 62667 (MWF, 1:30pm): Wednesday, December 8,
10:00am - 11:50am

See posts on the Math 3013 Canvas homepage for solutions to
exams (both midterm exams and sample exams).



Review for Final, Part .
1. Vectors and Matrix Algebra
» Linear Combinations of Vectors, Hyperplanes, Spans

H = {po+cvi+--+ckvk|ct,...,cx €R}
span(vi,...,vk) = {avi+- -+ vk |c1,...,ck €R}
> Matrix Multiplication
(AB);; = Row; (A) - Col; (B)

2. Row Reduction

R,‘HRJ
» Elementary Row Operations Ri — AR
Ri— Ri+ AR,
» Row Echelon Form and Reduced Row Echelon Form
* ok ok x % 1 %« 0 % 0
0 0 x *x = 0 01 = O
REF~1 0o 000« @ FREF~10 000 1
000 00O 0 00 00O



Review for Final, Cont'd

3. Solving Linear Systems Ax = b
» Augmented Matrices and Hyperplane Solutions

[A|lb] — RREF ([A|b])

1 2 0 —-1]2 X1 =2— X+ Xg
0 01 113 — x3=3—x4
0 0O

0|0 0=0
2 -1
X = 0 + L +
0 0

» Homogeneous Linear Systems and NullSpaces:
RREF ([A|0]) = [RREF (A) 0]



Review for Final, Cont'd

4. Matrix Inverses

» Computing Matrix Inverses via Row Reduction

RREF ([A]I]) = [I]A7Y]
/

p

[AfI]

A has no inverse



Review for Final - Part [l
5. Definitions To Be Memorized
> A subspace of a vector space V is a subset W of V such that

M rxeR,weW = we W
(II) W1,W2€W:>W1+W2€W

» A basis for a subspace W is a set of vectors {by,...,bg}
such that
(i) every vector w € W can be expressed as
w = cb; + -+ ckby (*)
(ii) The coefficients ¢i, ..., ¢k in (*) are unique.
» A set of vectors {vi,...,vi} is linearly independent if the

only solution of
xiv1 + -+ xev =0

iSX1:0,...,Xk:0.
> A function T : R — R" is a linear transformation if
(i) T(Ax)=AT (x) for all x € R™.
(i) T(x1+x2)=T(x1)+ T (x2) for all x;,x, € R™



Review for Final Exam, Cont'd

6. Finding Bases for RowSp (A) , ColSp(A) , NullSp (A)
» basis for RowSp (A) ~ nonzero rows of RREF (A)

» basis for ColSp (A) ~ columns of (A| corresponding to the
columns of RREF (A) with pivots

» basis for NullSp (A) ~ constant vectors appearing in the
hyperplane expression for the solution set of Ax =0

7. Linear Transformations T : R™ — R” and Matrices

1 1
AT = T(el) T(em)
l 1
Range(T) = {yeR"|y= T(x) for some x € R™}
= CO/SP(AT)

Ker(T) = {x€R™| T (x)=0gn}
= NullSp (AT)



Review for Final Exam, Cont'd
8. Determinants
» computing determinants via cofactor expansions

det (A Zau 1) det(M;) , M = (i) minor of A

» computing determinants via row reduction

1 ! /

..ann

det (A) = (1) YRR
where r = #row interchanges used, A1, ..., Ak are the row
rescalings used, a’; the diagonal entries of A’ = REF (A)

9. Crammer’s Rule Solution of n x n linear system Ax = b is given
by

a PR b e an
det (B;) 11 1 1

M7 et (A)

B, =



Review for Final Exam, Cont'd

10. Computing A~ via cofactors

_ 1 i+
Al = det(A)CT . i = (=1)"" det(M;)



Review for Final : Material covered since the 2nd exam

» Eigenvectors and Eigenvalues

> Eigenvalues <> solutions of det (A —Al) =0
> Eigenvectors with Eigenvalue A < solutions of (A — Al)x =0
» Algebraic and Geometric Multiplicities
» Diagonalization of Square Matrices
» Orthogonal Decomposition of a Vector w.r.t. a Subspace
» Gram-Schmidt Process (for constructing an orthonormal basis)

To be reviewed in Wednesday’s lecture



